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Warmup Rules for Local Contest 
 

For all problems, read carefully the input and output session. For all problems, a sequential 

implementation is given, and it is against the output of those implementations that the output 

of your programs will be compared to decide if your implementation is correct. You can 

modify the program in any way you see fit, except when the problem description states 

otherwise. You must upload a compressed file (zip) with your source code, the Makefile and 

an execution script. The script must have the name of the problem. You can submit as many 

solutions to a problem as you want. Only the last submission will be considered. The 

Makefile must have the rule all, which will be used to compile your source code. The 

execution script runs your solution the way you design it – it will be inspected not to corrupt 

the target machine. 

All Local Teams have access to the target machine during the marathon. Your execution may 

have concurrent process from other teams. Only the judges have access to a non-concurrent 

environment. 

The execution time of your program will be measured running it with time program and 

taking the real CPU time given. Each program will be executed at least three times with the 

same input and the mean time will be taken into account. The sequential program given will 

be measured the same way. You will earn points in each problem, corresponding to the 

division of the sequential time by the time of your program (speedup). The team with the 

most points at the end of the marathon will be declared the winner. 

 

 

 

 

This problem set contains 1 problem; pages are numbered from 1 to 1. 
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General information 
MPI 
You must use aprun -q instead of mpirun inside your scripts: 

 
aprun -q -n <number of process> [-N <process per node] [-d <threads per 

process>] <program name> 

 

You have 4 nodes with 2x18 cores. Examples: 

 
# 144 processes automatically distributed between all 4 nodes  

aprun -q -n 144 ./hello 

 
# 72 process, 18 processes per node, 4 nodes 

aprun -q -n 72 -N 18 ./hello 

 
# 32 process, 8 processes per node, each process runs 2 OpenMP threads 

OMP_NUM_THREADS=2 aprun -q -n 32 -N 8 -d 2 ./hello 

 

Compilation 
You must use CC or CXX inside your Makefile. Do not redefine them! Example: 

 
FLAGS=-O3 
EXEC=sum 
 
all: $(EXEC) 
 
$(EXEC): 
 $(CXX) $(FLAGS) $(EXEC).cpp -c -o $(EXEC).o 
 $(CXX) $(FLAGS) $(EXEC).o -o $(EXEC) 

 

Test machine (for local teams) 
See the URL 

https://wickie.hlrs.de/platforms/index.php/CRAY_XC40_Using_the_Batch_System to learn 

how to use the batch system at CRAY XC40. 
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Problem A 
Harmonic progression sum 

The simplest harmonic progression is 
1
2, 1 3, 1 4, 1 5, … 

 

Let 𝑆' = 1
𝑖

'
*+, , compute this sum to arbitrary precision after the decimal point. 

 

 

Input 
The input contains only one test case. The first line contains two values: the first is the 

number of digits D and the second is the value of N. Consider (1 ≤ D ≤ 105) and  

(1 ≤ N ≤ 108). 

The input must be read from the standard input. 

 

 

Output 
The output contains only one line printing the value of the sum with exact D precision. 

The output must be written to the standard output. 

 

 

Example 

 
Input 
 
12 7 
 

Output for the input 
 
2.592857142857 
 

 

 


